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Abstract

Multivariate temporal point processes provide an elegant tool to model the discrete events
occurring over the networks. How to effectively steer the networked event processes at minimal
cost via controlling the network graph, e.g., temporarily delete or create edges? This problem
commonly arises when we aim to curb the epidemic by locking down cities or suspending flights,
or when we hope to solve the traffic congestion via scheduling the traffic lights. We formulate this
problem as a finite-time horizon model-based RL problem where the underlying dynamics of the
networked temporal point processes are modeled by neural ODEs. Consider the graph topology,
given n nodes, there are n2 edges and the action space is therefore with size n2. To speed up
the planning and tackle high-dimensionality, we propose to learn neural network policies and pool
the optimal policies from history and other regions in decision making. Our proposed policy can
naturally incorporate prior knowledge and constraints. We implement our methods on real COVID
dataset and achieve promising results.

1 Introduction

We consider a scenario where we aim to steer the dynamics of the multivariate temporal point processes
by sequentially modifying the dependency graphs (e.g., add or delete edges) at a minimal cost. The
problem is widely motivated by many applications in society. For example, the outbreak of epidemic
disease at different places can be modeled as multivariate temporal point processes which are subject
to spatial-temporally intertwined dependency structures. The government is responsible to make poli-
cies to curb the spread of the disease. An effective intervention approach is to choose to temporarily
lockdown some cities or suspend some flights to cut the influence from one place to another place.
Although effective, these intervention approaches are usually costly. How to smartly design such a
lockdown policy, reduce financial costs, boost social welfare, and make everyone feel fair and happy is
a challenging problem.

For the traffic flow control, decision makers can execute interventions such as designing traffic light
policies to relieve the traffic congestion and realize low carbon. However, some decisions might be
difficult to make due to various concerns and constraints. For instance, when making the regulations
for controlling the coronavirus, the government needs to consider the effect on the economy and the
citizens’ attitude towards the regulations. An over-strict regulation may restrict the development of
the economy and be complained by the public while a loose one may lead to severe consequence of
infections. In this case, a numerical measurement on the influence of those factors needs to be done to
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help the government make better decisions. For the traffic light scheduling, one need to accommodate
some special needs. For example, we need to consider the period time, peak, flat peak and night, which
are respectively focused on capacity, efficiency and safety.
To do the measurements on various factors and help with the decision-making process, we introduce
a threshold policy over spatial-temporal process. We focus on the intensity of the spatial-temporal
process and learn a parametric threshold model mainly based on the intensity function. The thresh-
old is treated as the boundary of the decision, determining the acceptance or rejection of the policy
choices. The threshold policy has many advantages when solving decision-making problems on the
spatial-temporal process. It has overall considerations to the influential factors of the decision and rea-
sonably focuses on the intensity of the events. It is easy for the decision maker to adopt and interpret.
The threshold model is promising to solve further decision-making problems under spatial-temporal
process in different situations.

Our contributions can be summarized as follows:

• Innovative Control Framework for Networked Events: Introduction of a model-based
reinforcement learning approach using neural ODEs for dynamically steering networked temporal
point processes. This framework is particularly applicable in scenarios like epidemic control
and traffic flow management, providing a novel method for intervention in complex networked
systems.

• High-Dimensional Policy Learning and Optimization: Development of efficient strategies
for learning and optimizing neural network policies in high-dimensional spaces (size n2 for n
nodes). This includes pooling optimal policies from historical and regional data, enabling effective
decision-making in large-scale networks.

• Threshold Policy for Balanced Decision-Making: Creation of a parametric threshold
model based on intensity functions for spatial-temporal processes. This model facilitates balanced
decision-making by considering various influential factors, offering a practical and interpretable
tool for policymakers in diverse scenarios.

2 Related Work

Figure 1: An example of Covid-19 spread networks in the US. We studied each state separately, using cities
influence relations in Arizona as an example (subfigure (b)). The relationship of cities with serious epidemic
situation in the state is based on the graph of subfigure(c).

.
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Figure 2: Subfigure(a) is an example using traffic networks in the upper east side, Manhattan, New York,
USA, 196 intersections with uni-directional traffic. Red polygons are the areas we select to model, blue dots
are the traffic signals we control. Based on major roads in the traffic network, the entire area is partitioned
into regions (subfigure (b)). We use nodes to represent roads/lanes and edges to represent traffic lights. And
the roads/lanes traffic influence relations are based on which we create the notion of links (subfigure (c)).

3 Background

3.1 Multivariate Hawkes Process

A temporal point process is a stochastic generative model whose output is a sequence of discrete events
H = {ti}. An event sequence can be formally described by a counting function N(t) recording the
number of events before time t, which is defined as follows:

N(t) =
∑
ti∈H

H (t− ti) , where H(t) =

{
0 t ≤ 0

1 otherwise
(1)

Suppose we can split the space intom cells. Modeling the spatio-temporal recurring as am-dimensional
counting process

N(t) = (N1(t), N2(t), . . . , Nm(t))
⊤

where Ni(t) records the total number of events generated within the i-th cell up to time t.
Furthermore, we represent each event as a tuple (ui, ti), where ui is the cell identity and ti is the i− th
event timing. Let the history of the process up to time t be

Ht := {(ui, ti) | ti < t}

and Ht− be the history until just before time t.
Then the increment of the process, dN(t), in an infinitesimal window [t, t+ dt] is parametrized by the

intensity λ(t) = (λ1(t), . . . , λm(t))
⊤
, i.e.,

E [dN(t) | Ht−] = λ(t)dt

Intuitively, the larger the intensity λ(t), the greater the likelihood of observing an event in the time
window [t, t+ dt]. For instance, a Poisson process in [0,∞) can be viewed as a special counting process
with a constant intensity function λ, independent of time and history.

A multivariate Hawkes process is a counting process who has a particular form of intensity. We
assume that the strength of influence between users is parameterized by a sparse nonnegative influence
matrix A = (auu′)u,u′∈[m], where αuu′ > 0 means cell u′ directly excites cell u. We also allow A to
have nonnegative diagonals to model self-excitation within a cell. Then, the intensity of the u-th
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dimension is

λu(t) = µu + λ∗(t)

= µu +
∑
i:ti<t

auu′g (t− ti) = µu +
∑

u′∈[m]

auu′

∫ t

0

g(t− s)dNu′(s)
(2)

The common star superscript shorthand λ∗(t) = a(t|Ht). These events often exhibit the characteristics
of self- and mutual-excitation, where the former models that a new event might be triggered by the
historical events happening within the same cell recently, and the latter models that a new event might
be triggered by the historical events happening in the neighboring cells. This type of multivariate
temporal point process is usually used to model the spread of epidemics, e.g., COVID-19.

Impulse input (COVID) We can treat the base intensity µ as the input of the system. For COVID,
we can consider µ as a impulse function, i.e., µ(t)dt = 1 at t = 0 and µ(t) = 0 for all other times.

Constant input (Traffic) For the traffic flow, we can consider µ as a deterministic function of t,
i,e., µ(t). To make it simple, we model it as a constant.

3.2 Parametric Model: Hawkes process with exponential decay function

A well-known result is that if we assume an exponential decay functions

g(t) = exp(−βt)

then a nice property is that (Nu,au) is a Markov process, and the intensity function has a Markovian
property and the generating process of the intensity is a Markov process.

This property can be extended to the case where the decay function g(t) is a finite sum of exponentials

g(t) =
∑

k=1,...,K

gk(t) =
∑

k=1,...,K

βk exp(−βkt) (3)

where gk(t) = βk exp(−βkt) and there are K components and gk(t) = βk exp(−βkt) or gk(t) =
exp(−βkt).

4 Our Environment Model

4.1 Neural ODE Model for Multivariate Temporal Point Processes

We take inspiration from the Neural Hawkes Process to model the events over the space and time.
Consider a multi-variate temporal point process, where each dimension represents the counting process
of a cell. More specifically, we introduce

z = [z1, z2, . . . , zu, . . . , zm]

where each latent vector zu is to model the latent state of the u-th dimension,the latent vector zu
flows continuously over time until an event happens at random, which introduces an abrupt jump and
changes its trajectory.

Starting from the initial state zu (t0), the transformed state at any time ti is given by integrating an
ODE forward in time:

dzu(t)

dt
= f(zu(t), t; θ), zu (ti) = zu (t0) +

∫ ti

t0

dzu(t)

dt
dt

Let Nu(t) be the event number of dimension u up to time t. The latent state dynamics of our model
is described by the following equation:
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dzu(t) =

∫ t

0

f(zu(t), t)dt+
∑

u′∈[m]

Au′uϕ(zu′(t), t)dNu′(t) (4)

where f and ϕ are two neural networks that control the continuous changes and instantaneous jump,
respectively.

Following the definition of the counting function (Eq.1), all time dependent variables are left continu-
ous in t, i.e., limϵ→0+ z(t− ϵ) = z(t). And denote the right limit of any time dependent variable x(t)
by x (t+) = limϵ→0+ x(t+ ϵ).

zu(t0) = zu0 (5)

dzu(t)

dt
= f(t, zu(t), θf ) (Continuous evolution) (6)

zu(t
+
i ) =

∑
u′∈[m]

Auu′ϕ(ti, zu′(ti), θϕ) (Instantaneous updates) (7)

Given the above model, we can write out the likelihood of the event sequences for dimension u as
below:

Lu =

nu∑
i=1

log λ∗
u(z(t

u
i ))−

∫ T

0

λ∗
u(z(τ))dτ (8)

For all the multi-variate event sequences up to time T , we define the likelihood function as below:

L = log p(H) =
m∑

u=1

(
nu∑
i=1

log λ∗
u(z(t

u
i ))−

∫ T

0

λ∗
u(z(τ))dτ

)
(9)

So the goal is to learn all the model parameters so as to maximize the log-likelihood.

4.2 Solve the Neural ODE Multivariate Temporal Point Processes

In practice, the integral in Eq.(8) is computed by a weighted sum of intensities λ (zu (ti)) on check-
points {ti}. Therefore, computing the loss function Lu = Lu ({zu (ti)} ; θ) requires integrating Eq.(4)
forward from t0 to tN and recording the latent vectors along the trajectory.

4.2.1 Continuous Dynamics function f(zu)

Starting from the input layer z0, we can define the output layer zT to be the solution to this ODE
initial value problem at some time T. This value can be computed by a black-box differential equation
solver, which evaluates the hidden unit dynamics f wherever necessary to determine the solution with
the desired accuracy.

Consider optimizing a scalar-valued loss function Lu, whose input is the result of continuous ODE
solver:

Lu (zu (t1)) = Lu

(
zu (t0) +

∫ t1

t0

f(zu(t), t, θ)dt

)
= Lu (ODESolve-Continuous (zu (t0) , f, t0, t1, θ))

To optimize the above Loss function Lu, we require gradients with respect to zu(t0), t0, t1, θ. The
first step is to determining how the gradient of the loss depends on the hidden state zu(t) at each
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instant.This quantity is called the adjoint state au(t) = Lu/∂zu(t). Its dynamics are given by another
ODE, which can be thought of as the instantaneous analog of the chain rule:

au(t) =
∂Lu

∂zu(t)
=

∂Lu

∂zu(t+)

∂zu(t
+)

∂zu(t)
= a(t

+)
∂zu(t

+)

∂zu(t)
(10)

Unlike the discrete changes in traditional neural networks, the changes here are infinitesimal. According
to the integral solution formula of ODE, given the hidden state z(t)u, we can express zu(t+ ϵ) as the
integral form:

zu(t+ ϵ) = zu(t) +

∫ t+ϵ

t

f(zu(t), t, θ)dt (11)

Thus we have

au(t) = au(t+ ϵ)
∂

∂zu(t)
(zu(t) +

∫ t+ϵ

t

f(zu(t), t, θ)dt)

= au(t+ ϵ) + au(t+ ϵ)
∂

∂zu(t)
(

∫ t+ϵ

t

f(zu(t), t, θ)dt)

(12)

Combining the above equations, we can derive a differential equation describing the adjoint state
change over time:

dau(t)

dt
= lim

ϵ→0+

au(t+ ϵ)− au(t)

ϵ

= lim
ϵ→0+

−au(t+ ϵ) ∂
∂zu(t)

(
∫ t+ϵ

t
f(zu(t), t, θ)dt)

ϵ

= lim
ϵ→0+

−au(t+ ϵ) ∂
∂zu(t)

(ϵf(zu(t), t, θ))

ϵ

= lim
ϵ→0+

−auϵ(t+ ϵ) ∂
∂zu(t)

(f(zu(t), t, θ))

ϵ

= lim
ϵ→0+

−au(t+ ϵ)
∂

∂zu(t)
(f(zu(t), t, θ))

= −au(t)
∂f(zu(t), t, θ)

∂zu(t)

(13)

The adjoint state at time tN is known because it is actually the gradient of the final hidden state with
respect to the loss, define the initial condition of the adjoint variables as follows,

au(tN ) =
∂Lu

∂zu(tN )
auθ (tN ) = 0, at(tN ) =

∂Lu

∂tN
=

∂Lu

∂zu(tN )

∂zu(tN )

∂tN
= au(tN )f(zu(tN ), tN , θ) (14)

So we can integrate the adjoint state’s differential equation backward to solve

au(t0) = ∂Lu/∂zu(t0)

auθ (t0) = ∂Lu/∂θ

aut (t0) = ∂Lu/∂t0

(15)

dau(t)

dt
= −au(t)

∂f(zu(t), t, θ)

∂zu(t)
, au (t0) = au (tN ) +

∫ t0

tN

dau(t)
dt

−
∑
i ̸=N

δ (t− ti)
∂L

∂zu (ti)

 dt

dauθ (t)

dt
= −au(t)

∂f(zu(t), t, θ)

∂θ
, auθ (t0) = auθ (tN ) +

∫ t0

tN

dauθ (t)

dt
dt

daut (t)

dt
= −au(t)

∂f(zu(t), t, θ)

∂t
, aut (t0) = aut (tN ) +

∫ t0

tN

daut (t)
dt

−
∑
i ̸=N

δ (t− ti)
∂L
∂ti

 dt

(16)
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4.2.2 Jump functionϕ(h)

When an event happens at timestamp ti in dimension u,we can express zu(t
+
i ) as below:

zu(t
+
i ) = zu(ti) +Au′uϕ(zu′(ti), ti, θ) (17)

consider optimizing the following loss function Lu:

Lu(zu(t
+
i )) = Lu (zu(ti) +Au′uϕ(zu′(ti), ti, θ)) (18)

where all the time dependent variables are left continuous in time.

au(ti) =
∂Lu

∂zu(ti)
=

∂Lu

∂zu(t
+
i )

∂zu(t
+
i )

∂zu(ti)
= au(t

+
i )

∂zu(t
+
i )

∂zu(ti)
(19)

combine above formulas we get

au(ti) = au(t
+
i )

∂(zu(ti) +Au′uϕ(zu′(ti), ti, θ)

∂zu(ti)

= au(t
+
i )(I +

∂Au′uϕ(zu′(ti), ti, θ)

∂zu(ti)
)

= au(t
+
i ) + au(t

+
i )

∂

∂zu(ti)
Au′uϕ(zu′(ti), ti, θ)

(20)

similiarly, we have

auθ (ti) =
∂Lu

∂θ
= auθ (t

+
i ) + au(t

+
i )

∂

∂θ
Au′uϕ(zu′(ti), ti, θ) (21)

aut (ti) =
∂Lu

∂ti
= aut (t

+
i ) + au(t

+
i )

∂

∂ti
Au′uϕ(zu′(ti), ti, θ) (22)

∂Lu

∂A
= ϕ(zu′(ti), ti, θ) (23)

Moreover, (Eq.19) can be generalized to obtain the jump of auθ and aut at the discontinuities. In the
work of [Chen et al., 2020], the authors define an augmented latent variables and its dynamics as,

zaug (t) =

 z
θ
t

 (t),
dzaug (t)

dt
= faug (z, t, θ) =

 f(z, t, θ)
0
1

 , aaug (t) =
[
a aθ at

]
(t).

Following the same convention, we define the augmented jump function at ti as,

ϕu
aug (zu(ti), ti, θ) =

 ϕ (zu′ (ti) , ti, θ)
0
0

 .

We can verify that the left and right limits of the augmented latent variables satisfy

zuaug
(
t+i
)
=

 zu (ti)
θ
ti

+

 Au′uϕ (zu′ (ti) , ti, θ)
0
0

 = zuaug (ti) +Au′uϕaug (zu′ (ti) , ti, θ) .
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Algorithm 1 Dynamics Simulation

Input: start time t0, stop time tN , Influence Matrix A, initial state z(t0)
1: t = t0, z = z(t0),H = {}
2: while t<tN do
3: dt = ODE −AdpativeForwardStepSize(z, t, θ)
4: τj = SimulateNextEventsT ime(Ht)
5: uj = SimulateEventsDimensions(τj)
6: if τj>t+ dt then
7: z = Forward(z, dt, θ)
8: else
9: H = H ∪ {(τj , uj)}

10: j = j + 1
11: dt = τj − t
12: z = StepForward(z, dt, θ)
13: z = JumpForward(z, (τj , uj), θ)
14: end if
15: t+ = dt
16: end while
Output: event sequence H

The augmented dynamics is a special case of the general Neural ODE framework, and the jump of
adjoint variables can be calculated as

auaug (ti) = auaug
(
t+i
)(∂zuaug

(
t+i
)

∂zuaug (ti)

)
=
[
au auθ aut

] (
t+i
) I+ ∂ϕ

∂zu(ti)
∂ϕ
∂θ

∂ϕ
∂ti

0 I 0
0 0 I

 ,

which are equivalent to Eq.(20,21,22). And as they are left continuous right limits, we can get
au(ti),a

u
θ (ti),a

u
t (ti) from the continuous part.

5 Policy

5.1 Formulation

Our decision-making process is as follows. Let T be the time-window to look ahead. We will make a
decision in the beginning of the T time-window. The action will be executed through out this time
window. Note that we don’t want to switch the lockdown decisions during the time window.

5.1.1 Action

The objective of the control problem is to minimize the cumulative new occurred events and mean-
while reduce the cost. To make the problem simple. Instead of considering an RL problem with budget
constraints, let’s first directly assume the objective has two-fold goals and it is a weighted linear com-
bination of the two goals.

There are m cells, each with historical data Ht,m. We model the COVID confirmed cases as a m-
dimension multivariate Hawkes process, (Nu(t),au(t)), u = 1, . . . ,m. There is a given m-vector of the
cost c = [cu]. The entry cu > 0 represents the cost occurred for cell u suppose we want to lockdown
cell u.

At time t, suppose we choose to lockdown cell u. On the one hand, a cost cu will occur. But on the
other hand, some elements of the non-negative influence matrix A(t) =

(
auu′(t)

)
u,u′∈[m]

, will be shut
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Algorithm 2 Computing loss & its derivatives

Input: start time t0, stop time tN , Influence Matrix A,initial state z(t0),event sequence H
1: t = t0, z = z(t0)
2: while t<tN do
3: dt = ODE −AdpativeForwardStepSize(z, t, θ)
4: τj = GetNextEventT ime(H, t)
5: uj = GetNextEventDimension(τj)
6: if τj>t+ dt then
7: z = Forward(z, dt, θ)
8: else
9: dt = τj − t

10: z = StepForward(z, dt, θ)
11: z = JumpForward(z, (τj , uj), θ)
12: end if
13: t+ = dt
14: end while
15: L = L({z(ti)}, {z(τj)}, θ) # compute loss function, i = 0, N
16: t = tN , a = ∂L

∂z(tN ) ,aθ = 0,at = a · f(z(tN ), tN , θ), z = z(tN )

17: while t>t0 do
18: dt = ODE-AdpativeBackStepSize(z, a,aθ,at, t, θ)
19: τj = PreviousEventsT ime(Ht)
20: u = EventsDimensions(τj)
21: if τj<t− dt then
22: z, a, aθ,at = StepBackward(z, a,aθ,at, t, θ)
23: else
24: dt = t− τj
25: z, a,aθ,at = StepBackward(z, a,aθ,at, t, θ)
26: z, a,aθ,at = JumpBackward(z, a,aθ,at, t, θ)
27: end if
28: t− = dt
29: end while
Output: event sequence H

down to zero. More specifically, {
auu(τ) = 0 τ ≥ t

au′u(τ) = 0 ∀u′ ̸= u, τ ≥ t

In other words, A·u = 0.

Let y be the controller at decision point t, which is an m×1 Boolean vector denoting whether the lock
down policy is conducted or not.

yu(t) =

{
1 if choose to lock down the uth cell at time t

0 otherwise

Before the lock-down decision time τ , the influence matrix is A. After the decision, the influence
matrix becomes

A(y) = Adiag(1− y) t > τ (24)

if we only cut the influence from the lockdown place to other places. Or if we also want to cut the
influence from other places to the lockdown places, the influence matrix becomes

A(y) = diag(1− y)Adiag(1− y) t > τ (25)

In this problem, the state st is a compact representation of the entire history Ht. For exponential
kernel, we may have an explicit representation of this state.
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5.1.2 Dynamics

Let us derive the analytical computation of the mean-field approximation of the dynamics

Impulse input Consider the recursive updating expression of Λ(t + τ), suppose we are using the
exponential triggering kernel functions.

Λ(t+ δ) = e−βδΛ(t) +A(y)

∫ t+δ

t

g(t+ δ − τ)Λ(τ)dτ (26)

Subtracting Λ(t) from the left and right sides of (30), and dividing the both sides by δt, we have

Λ(t+ δ)−Λ(t)

δ
=

e−βδ − 1

δ
Λ(t) +A(y)

∫ t+δ

t
g(t+ δ − τ)Λ(τ)dτ

δ
. (27)

Taking δ → 0, it further yields that

Λ̇(t) = −βΛ(t) + g(0)A(y)Λ(t) = (A(y)− βI)Λ(t)

For the first-order differential equation in the mean-field intensity, we have the following solution

Λ(t) = e(A(y)−βI)t (28)

and the recursive form

Λ(t+ δ) = e(A(y)−βI)δΛ(t) (29)

Constant input

Λ(t+ δ) = µ+ e−βδ[Λ(t)− µ] +A(y)

∫ t+δ

t

g(t+ δ − τ)Λ(τ)dτ (30)

Let ã(t) = a(t)− µ. Then

Λ̃(t+ δ) = e−βδΛ̃(t) +A(y)

∫ t+δ

t

g(t+ δ − τ)Λ(τ)dτ

We invoke (27) and have
˙̃Λ(t) = −βΛ̃(t) + g(0)A(y)Λ(t).

Since ˙̃Λ(t) = Λ̇,
Λ̇(t) = (A(y)− βI)Λ(t) + βµ.

We will have the following solution

Λ(t) = e(A(y)−βI)tΛ(0) + β

∫ t

0

e(A(y)−βI)(t−τ)dτµ

When A(y)− βI is invertible, the second term of the above formula can be further simplified, further
yielding that

Λ(t) = e(A(y)−βI)tΛ(0) + β(A(y)− βI)−1(e(A(y)−βI)t − I)µ.
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5.1.3 Objective

From the previous derivations, we can define the current state as the expected intensity by conditioning
on the history.

si := Λ(t+ i∆) = E[λ(t+ i∆)|Ht], i = 0, . . . , n

Consider a finite horizon optimization problem

Cy0:n = E

 ∑
u∈[m]

∫ t+n∆

t

dNu(τ) +

∫ t+n∆

t

y(τ)⊤cdτ

∣∣∣∣Ht

 (31)

= E

 ∑
u∈[m]

∫ t+∆t

t

dNu(τ) +

∫ t+∆t

t

y(τ)⊤cdτ

∣∣∣∣Ht


︸ ︷︷ ︸

one-step cost

+E

 ∑
u∈[m]

∫ t+n∆

t+∆t

dNu(τ) +

∫ t+n∆

t+∆t

y(τ)⊤cdτ

∣∣∣∣Ht


︸ ︷︷ ︸

cost to go

(32)

Check the first term

one-step cost = E

 ∑
u∈[m]

∫ t+∆t

t

dNu(τ) +

∫ t+∆t

t

y(τ)⊤cdτ

∣∣∣∣Ht

 (33)

= E

 ∑
u∈[m]

∫ t+∆t

t

au(τ)dτ +

∫ t+∆t

t

y(τ)⊤cdτ

∣∣∣∣Ht

 (34)

=
∑

u∈[m]

∫ t+∆t

t

λ̄u(τ)dτ +

∫ t+∆t

t

y(τ)⊤cdτ (35)

= 1⊤
∫ t+∆t

t

e(A(y0)−βI)τdτλ(t) + ∆ty⊤
0 c︸ ︷︷ ︸

c1(Λ(0),y0)

(36)

Formulate the problem as a multi-stage optimization. We have

min
y0:n

n∑
i=0

ci(Λ(i),yi) (37)

s.t. Λ(i+ 1) = f(Λ(i),yi) i = 0, . . . , n (38)

6 Algorithm

It is challenging the solve the above optimization problem due to that the action space is huge.

6.1 PPO Method

We aim to train a neural-based policy that can sequentially generate the list of planned deleted edges
so as to minimize the cumulative cost over time . We aim to learn the model parameters of the neural-
based policy in an end-to-end fashion. (Note that there might be others). We propose to use a neural
based search algorithm to search for the optimal trajectory.

6.1.1 Policy Gradient and Policy Pooling

Motivation of policy pooling For each dynamic A (regarded as a task), we aim to learn an opti-
mal policy that can steer the point process flow as we want. However, it is super inefficient to learn
the optimal policy for each A separately, since intuitively similar dynamics A may lead to similar op-
timal policies. So we propose to learn a meta-policy in the offline planning stage. In the online policy
learning stage, by interacting with with real environments, we will continue to update this meta-policy

11
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Figure 3: Illustration of the neural-guided search for the optimal trajectory.

by conditional on the dynamic A.

The proposed framework is as follows. Given n tasks, each with an estimated Ai. We denote at ◦Ai

as an operation that forces the corresponding elements of Ai as zeros.

Define an encoder fϕ that maps the input graph A to some low-dimensional feature space. We
formulate meta-offline planning problem as follows

Meta-offline planning

πθ∗ , fϕ∗ = argmin
πθ,fϕ

n∑
i=1

Eπθ

[
H∑
t=1

c(H(t),at, fϕ(at ◦Ai))

]
(39)

In the online policy learning step, we will use πθ∗ as the initial policy and freeze fϕ∗ . We will continued
to update policy using the real feedback from the environment (feedback generated by simulator).
While in the COVID case, the environment has been modelled into A matrices.
Our objective is to find a policy θ that creates a state-action trajectory ξ,

ξ = (s1,y1, s2,y2, ..., sn,yn)

that minimizes the expected cumulative costs above.
We aim to parameterize the policy as a deep neural network. For example, we introduce the LSTM
to model the conditional probability of the edge deletion at time ti, i = 0, 1, . . . , n,

π(yi|si)

In our problem, the action y is an m× 1 Boolean vector denoting whether the turn on or turn off the
edge, the current state is computed by conditioning on the history, sτ := Λ̄(τ) = E[Λ(τ)|Ht], τ ≥ t.
For each edge, the probability of deletion can be parameterized as a Bernoulli distribution.

We can train the LSTMmodel using policy gradient. The training in policy gradient makes actions with
high rewards more likely, or vice versa. In reinforcement learning, the instinct may be mathematically
described as the probability of taking the action y given a state
To update the policy θ so that it can optimize our objective function, we can write the policy gradient
as:

∇θJ(θ) = ∇θ(Eξ∼πθ(ξ)[R(ξ)])

= ∇θ(

∫
πθ(ξ)R(ξ)dξ)

=

∫
∇θπθ(ξ)R(ξ)dξ

=

∫
πθ(ξ)∇θ log πθ(ξ)R(ξ)dξ

= Eξ∼πθ(ξ)[∇θ log πθ(ξ)R(ξ)]

(40)

12
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Figure 4: Illustration of the neural-guided search for the optimal trajectory.

Here we use a common trick: ∇θπθ(ξ) = πθ(ξ)∇θ log πθ(ξ). Given the above equation, the policy
gradient can be represented as an expectation. It means we can use sampling to approximate it:

∇θJ(θ) ≈
1

m

m∑
k=1

n∑
i=1

∇θ log πθ(y
(k)
i |s

(k)
i )Rk(ξ) (41)

Where m is the total number of the space cells, n is the total number of lock down decisions (actions).
Then we use this policy gradient to update the policy θ where α is the learning rate.

θ ← θ + α∇θJ(θ) (42)

6.2 Reparameterization trick

In Appendix A, an approximate problem with analytical solutions is formluated. We will use its
analytical solution as an initial guess for our policy. Then we will use policy gradient with gumbel
trick to imporve this solution.
(check the feasibility here) Let z be a categorical variable with class probabilities π1, π2, ...πm. The
Gumbel-Max trick provides a simple and efficient way to draw samples z from a categorical distribution
with class probabilities π

zi =

1, i = argmax
i

(log(πi) + gi)

0, otherwise

 , for i = 1, ...,m

where ui ∼ Uniform(0, 1) and gi = − log(− log(ui)), which is called the Gumbel random perturbation
and is used to make the return value of zi not fixed. Then we use the softmax function as a continuous,
differentiable approximation, and generate m-dimensional controller vector y, where

yi =
exp {(log(πi) + gi)/σ}∑M

j=1 exp {(log(πj) + gj)/σ}
where σ is the softmax temperature.

The density of the Gumbel-Softmax distribution is

pπ,σ (y1, . . . , ym) = Γ(m)σm−1

(
m∑
i=1

πi/y
σ
i

)−m m∏
i=1

(
πi/y

σ+1
i

)
13



Since y ∈ {0, 1}m. We assume each element yi ∼ Bernoulli(pi) where pi ∈ [0, 1]. Observe that

yi =
exp {(log(pi) + gi)/σ}

exp {(log(pi) + gi)/σ}+ exp {(log(1− pi) + g′i)/σ}
(43)

This is the Gumbel trick. Also note that in the paper’s experiment, the gumbel trick performs almost
the same as the slope-annealed straight-through (slope ST) estimator, which should be easier to exe-
cute in your experiments. You can use this slope ST estimator for reparametrization. The reference
is: Hierarchical multiscale recurrent neural networks. by Bengio ICLR 2017.

The main idea is suppose yi ∼ Bernoulli(pi) where pi ∈ [0, 1], you can use the sigmoid function with
slope to approximate the discrete variable yi (note that the above equation can also be written as a
sigmoid function.)

yi =
1

1 + exp(−λxi)
, xi ∈ R

where λ controls the slope. Increasing λ will increase the slope of the sigmoid. The main idea of the
slope annealing trick is you should gradually increase the slope of the sigmoid function. So in your
training, you should start with a small λ, say 0.001, then gradually increase the value of λ in training.

For your policy, suppose you model it as LSTM. Suppose your current hidden state of LSTM is h ∈ Rh.
To obtain y ∈ {0, 1}m, you compute

ŷ = Sigmoidλ(Wh) (44)

where W ∈ Rm×h and λ is tuned from a small number to a big number in the training process.

6.3 Estimate model parameters

First of all, we need to use historical data to estimate the influence matrix A(t). Then We can derive
the likelihood function for our multivariate Hawkes process and use maximum likelihood estimation to
determine the values of model parameters. The parameter values are found such that they maximise
the likelihood produced by the data that were actually observed.

We model the COVID confirmed cases as am-dimension multivariate Hawkes process, (Nu(t),au(t)), u =
1, ...,m on the time interval [0, T ], such that 0 < t1 < · · · < tn ≤ T . Furthermore, we represent each
event as a tuple (ui, ti), where ui is the cell identity and ti is the event timing. Let the history of the
process up to time t be

Ht := {(ui, ti) | ti < t}

Denote the set of parameters as θ and given a particular realization ω that contains all points in each
dimension (nu

i , t
u
i )i=1,2,... for u = 1, 2, ...,m on the interval [0, T ], the log-likelihood function for our

m-dimensional Hawkes process is

lnL
(
θ | {tui }u=1,2,...,m

)
=

m∑
u=1

lnLu
(
θ | {tni }n=1,2,...,m

)
where

lnLm
(
θ | {tni }n=1,2,...,m

)
=−

∫ T

0

λu
θ (t | ω)dt+

∫ T

0

lnλu
θ (t | ω)dNu(t)

=− µuT −
m∑

n=1

αun

βun

∑
{i:tni <T}

[
1− e−βun(T−tni )]

]
+

∑
{i:tui <T}

ln

[
µu +

m∑
n=1

αunRun(i)

]
with Run(i) defined recursively as

Run(i) = e−βun(tuk−tuk−1)Run(i− 1) +
∑

{j:tui−1≤tnj <tui }
e−βun(tui −tnj )

14



with initial condition:
Run(0) = 0

7 Baseline Policy (A Naive Policy)

Let’s only focus one cell (i.e., individual agent). Each agent can choose to lockdown or lift the lock-
down. Individual can get access to the global state. In some sense, we convert the problem to a
multi-agent problem.

For the u-th agent, the action is yu ∈ {0, 1}n. The objective function is

Cyu
(st) = E

[∫ t+T

t

dNu(τ) +

∫ t+T

t

yu(τ)cudτ

∣∣∣∣Ht

]
(45)

Let’s assume that after the lockdown, the mutual exciting influence will be cut off and only the self-
exciting influence may exist.

At t, if no lockdown, yt = 0

λy=0
u (t+∆t) = e−βk∆t · au(t) +

∑
u′∈[m]

auu′

∫ t+∆t

t

g(t+∆t− τ)dNu′(τ) (46)

At t, if there is a lockdown, yt = 1

λy=1
u (t+∆t) = e−βk∆t · au(t) + auu

∫ t+∆t

t

g(t+∆t− τ)dNu(τ) (47)

Next, please derive the dynamics as Eq. (??) and (??). This type of analytical analysis provides us a
way to efficiently evaluate the objective function (45) given any policy from the defined policy space.

One can simply perform the exhaustive search. For each agent, computes the optimal policy. Compare
this naive policy with our proposed policy.

8 Experiments

8.1 Datasets

Covid-19
We use data released publicly by NY-Times [2020] on daily COVID-19 cases, from June to Dec of
2021. And we want to study the impact between different counties within a certain range or certain
neighbors, for example, no more than 300km, 15 nearest neighbors,etc. In order to overcome the dif-
ference in the magnitude of the number of patients in different counties and the fact that there were
new cases in each city every day in the later period of the data, we treat the data per N(default 500)
cases as one event.

Transportation
Li [2018] provides 27 traffic datasets which includes both road network and traffic flow file. For our
project, we need to get the congestion data from the raw. According to the data, we extract three
kinds of congestion events. One scenario is no vehicle passes through the lane where the traffic light
is located during the whole green period, and the number of vehicles in the lane is not 0 when the
green light is on. Another situation is that some traffic lights are always green, then anytime there is
a waiting vehicle in the lane where the traffic light is located, it is traffic congestion. And the last case
is the continuation of congestion, it is possible that the traffic lights turn red and then green, but still
no car moved, in this case we need to merge the continuous congestion event into one.
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9 Related Work

Jia and Benson [2019] proposed Neural Jump SDEs which incorporates discrete events that abruptly
change the latent vector, while this model mainly focus on one dimension with multiple features,
not considering the influence between multi-dimensions. Chen et al. [2020] proposed a new class of
parameterizations for spatio-temporal point processes with Neural ODEs, however, in their datasets
for covid-19, they treat all new cases of data as an event, in other words, no matter how many new
cases increase today, they treat it as one event. But different county has different population, the
magnitude of the patients increase vary greatly. Besides, with the development of the Covid-19, after
the second half of 2020, almost all 3233 counties have new cases every day, even the authors adding the
random noise in the range [0,1] to the time sequence data, but the data still changes regularly which
does not reflect the magnitude of the data reasonably. (one of the concerns is that the data may be
out-dated?)

A Optimal solution of linear quadratic control

First of all, we focus on the optimal control problem in linear settings. Consider a system with dynamic
process,

xt+1 = Atxt +Btut, (48)

where t ∈ [0, n − 1] is the timestep and n is a finite time horizon, x is the state, u is the control
input, and A, B are some real matrices(may be time-varying) with feasible size. The initial state x0

is known, and The objective is to find a control sequence {ut | t ∈ [0, n− 1]} that minimizes the cost
function J ,

J = x⊤
nQnxn +

n−1∑
t=0

(
x⊤
t Qtxt + u⊤

t Rtut

)
, (49)

where Q and R are two weighted matrices, xn is the final state.

Lemma 1 The problem with system (48) and cost J (49) is called linear quadratic regulator(LQR).
The optimal solution is

ut = −Ktxt, (50)

where

Kt =
(
Rt +B⊤

t Pt+1Bt

)−1
B⊤

t Pt+1At, (51)

and the nonnegative definite matrix Pt satisfies

Pt = (At −BtKt)
⊤
Pt+1 (At −BtKt) +K⊤

t RtKt +Qt, (52)

with terminal condition Pn = Qn.

A.1 Generalized result in the nonlinear case

Consider a system with nonlinear dynamic and generalized cost function J ,

xt+1 = f(xt,ut), J =

n∑
t=0

g(xt,ut) (53)

where f and g are two continuous and differentiable functions. The initial state is x0, total time
horizon n is finite. The general form of the optimal solution is difficult to solve due to the nonlinearity.
Thus, the objective in nonlinear case is to track a predesigned reference trajectory (x̂t, ût), where the
latter ût is not necessary and can be set to 0, it is just used to derive the approximation. Overall,
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it would be better if we can set a suitable û because the rest is based on the linearization. Given a
reference trajectory of (x̂t, ût), we can linearize it based on the Taylor expansion,

xt+1 = f(xt,ut) ≈ f(x̂t, ût) + Jf (x̂t, ût)

[
xt − x̂t

ut − ût

]
(54)

g(xt,ut) ≈ g(x̂t, ût) +

[
xt − x̂t

ut − ût

]⊤
Jg(x̂t, ût) +

[
xt − x̂t

ut − ût

]⊤
Hg(x̂t, ût)

[
xt − x̂t

ut − ût

]
(55)

where Jf is the Jacobi matrix of f , Jg is the Jacobi matrix of g and Hg is the Hessian matrix of g.
Then define errors δxt = xt − x̂t and δut = ut − ût, we get the new system model and cost function.

f̄(δxt, δut) = Jf (x̂t, ût)

[
xt − x̂t

ut − ût

]
c̄(δxt, δut) =

[
xt − x̂t

ut − ût

]⊤
Jg(x̂t, ût) +

[
xt − x̂t

ut − ût

]⊤
Hg(x̂t, ût)

[
xt − x̂t

ut − ût

] (56)

⇒


δxt+1 = Atδxt +Btδut

c̄t =

δxt

δut

1

⊤ Qxt,xt Qxt,ut P⊤
xt

Qut,xt
Qut,ut

P⊤
ut

0 0 0

δxt

δut

1

 , (57)

where

Jf (x̂t, ût) =
[
At Bt

]
, Jg(x̂t, ût) =

[
Pxt Put

]⊤
, Hg(x̂t, ût) =

[
Qxt,xt

Qxt,ut

Qut,xt
Qut,ut

]
. (58)

Finally, the problem comes back to linear form and has a similar solution as Lemma 1, though it may
be more complex.

Lemma 2 For the optimal problem with nonlinear dynamic and generalized cost function, the optimal
solution is

ut = ût +Kt(xt − x̂t) + vt, (59)

where {
Kt = −Q̄−1

ut,ut
Q̄ut,xt

vt = − 1
2Q̄

−1
ut,ut

P̄ut

, (60)

with iterations 

[
Q̄xt,xt Q̄xt,ut

Q̄ut,xt Q̄ut,ut

]
= Hg(x̂t, ût) + J⊤

f (x̂t, ût)Rt+1Jf (x̂t, ût)[
P̄xt

P̄ut

]
= Jg(x̂t, ût) + J⊤

f (x̂t, ût)rt+1

Rt = Q̄xt,xt
+ Q̄xt,ut

Kt +K⊤
t Q̄ut,xt

+K⊤
t Q̄ut,ut

Kt

rt = P̄ut
+ Q̄xt,ut

vt +K⊤
t Q̄ut,ut

+K⊤
t Q̄ut,ut

vt

, (61)

and terminal conditions are Kn = −Q−1
ûn,ûn

Qûn,x̂n
and vn = Q−1

ûn,ûn
Pun .

A.2 Application in the problem

Based on the implement of iLQR(Appendix A.1), we define:

˙̄Λ(t) = (AyG(0)− βkI)Λ̄(t) = f(Λ̄(t),yt) (62)

min
y1:n

n∑
i=1

Ci(Λ̄(t+ i∆t),yi) = min
y1:n

n∑
i=1

g(xt,ut) (63)
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Firstly, we need to give a reference trajectory (x̂t, ût), which is (Λ̄(t),y(t)). It may be convenience to
set yt = 0 and run a trajectory of Λ̄(t) as the reference.
Then, Jf is the Jacobi matrix of system dynamic,

Jf (x̂t, ût) =
[
At Bt

]
=
[
∂f(Λ̄(t),yt)

∂Λ̄(t)

∂f(Λ̄(t),yt)
∂y(t)

]
(64)

where noted that we need to save values of it on different reference points, such as (Λ̄(1),y(1)),
(Λ̄(2),y(2)), . . . , (Λ̄(n),y(n)). Similarly, we need to derive and save Jacobi and Hessian matrices of
cost function g on reference point.

Jg(x̂t, ût) =
[
Pxt

Put

]⊤
=
[
∂g(Λ̄(t),yt)

∂Λ̄(t)

∂g(Λ̄(t),yt)
∂y(t)

]
(65)

Hg(x̂t, ût) =

[
Qxt,xt Qxt,ut

Qut,xt Qut,ut

]
=

∂2g(Λ̄(t),yt)

∂Λ̄(t)2
∂g(Λ̄(t),yt)

2

∂Λ̄(t)∂y(t)
∂g(Λ̄(t),yt)

2

∂ ¯∂y(t)Λ(t)

∂2g(Λ̄(t),yt)
∂y(t)2

 . (66)

In practical, parameters of LQR and iLQR is solved by backward. It means that the iteration of Q̄,
P̄ , and other parametes are solved from the terminal to the current, because we only have terminal
conditions.

A.3 Recursive form of constant input

Λ(t+ δ) = µ+ e−βδ[Λ(t)− µ] +A(y)

∫ t+δ

t

g(t+ δ − τ)Λ(τ)dτ (67)

Similarly, taking δ ⇒ 0 and it yields that

Λ̇(t) = [A(y)− βI]Λ(t) + βµ (68)

Solving the equation and that

Λ(t) = e[A(y)−βI]t + β [A(y)− βI]
−1
{
e[A(y)−βI]t − I

}
µ (69)
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