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Introduction

Traditional LLMs focus on final-layer loss
and representations, overlooking predictive
power in intermediate layers. We pro-
pose Mixture-of-Depths (MoD) framework,
which leverages late layers as ensembles
with learned additional routing weights. We
adapt late layer by adding distillation loss
and normalization modules. MoD integrates
with existing tuning methods, improving
performance on reasoning tasks with mini-
mal parameter increase. Remarkably, MoD
can achieves similar performance with 97%
fewer trainable parameters.

Motivation: Intersection of solved problems by tuning loss layers on the AQuA, ARC-Challenge, and GSM8Kdatasets,
showing complementary test-time performance when tuning loss for late layers.

Experiments
We use LoRA for base tuning with LLaMA-1
and LLaMA-2 models (7B parameters), set-
ting k to 3. Baselines are defined as LoRA¬K
(excluding last k layers) and LoRAall (all lay-
ers). MoD achieves the best performance
oneleven reasoningdatasetswithminimal in-
crease in trainable parameters.

Method AddSub AQuA GSM8K MAWPS MultiArith SingleEq SWAMP Avg.

LLaMA-7B

LoRA¬K 38.7 13.4 37.3 56.3 78.2 59.8 42.3 46.6
+ LLoRA × |K| (+10.3%) 41.3 15.4 38.5 58.0 81.0 62.9 44.2 48.8
+ LLoRA × |K| +MoDK (+10.4%) 42.0 15.8 39.1 58.5 81.3 62.9 44.9 49.2
+MoDK (+0.04%) 41.5 16.1 38.2 58.4 80.7 62.3 43.8 48.7

LLaMA2-7B

LoRA¬K 46.3 20.5 39.7 60.6 81.4 62.0 43.2 50.5
+ LLoRA × |K| (+10.3%) 51.1 24.4 43.6 62.6 84.2 66.9 47.7 54.5
+ LLoRA × |K| +MoDK (+10.4%) 51.2 25.5 43.9 63.1 84.3 67.3 48.0 54.8
+MoDK (+0.04%) 50.1 24.3 43.4 63.7 82.2 66.8 47.5 54.0

MoD Sparse Routing

For efficiency, we investigate sparse routing
with Top-K activation:

GTopK(x) := Softmax(TopK(x ·Wg)).

Optimal k value ranges from 3 to 4. Top-K
activation slightly reduces performance but
still outperforms the baseline when k = 1.

Mixture-of-Depths (MoD)

Applying trained languagemodel head to late
layers for (early exit):

ℓ(xt | x<t) = ϕ(Np(h
(N)
t ))xt, xt ∈ V .

Combining the ensemble logits using routing
linear network:

ℓ(xt | x<t) =

k−1∑
i=0

G(x)i · ℓi(x).

When combined with k LoRA ensemble lay-
ers, MoDconsistently improves performance
with minimal additional parameters (0.04%).
Furthermore, MoD alone, with 97% less pa-
rameters, provides competitive performance
with LoRAall, demonstrating the potential of
leveraging late layer predictive powers.

Dataset Top-2 Top-3 Top-4 Top-5

ARC-e 1.4× 1.5× 1.4× 1.2×
ARC-c 1.6× 1.4× 1.3× 1.1×

Larger Top-K increase acceleration ratios,
suggesting a trade-off between utilizing the
predictive power and efficiency.

Adapting late layers with distillation loss:

Ldistill =

k−2∑
i=0

KL(Pi ∥ Pn),

and Ltuned = Ltask + λLdistill. Normalization
modules Nk are trained individually for each
ensemble layer.

Sparsity of Routing Network

We measured sparsity of routing weights
across training tokens , setting sparsity
threshold ϵ = 1×10−5. MoDwith andwithout
k LoRA layers showed distinct sparsity pat-
terns. The model can learn pattern of favor-
ing which ensemble route during tuning.

Ablation Study

Both Ldistill and Nk enhance tuning perfor-
mance. Strong task signals from the last
layer are important for effective adaptation,
while routing network also demonstrates
strong performance independently.
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